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Abstract
We highlight a problem that the networking community has
largely overlooked: ensuring that the inputs to network con-
trollers in Software-Defined Network (SDN) WANs correctly
reflect the state of the network. We show that “incorrect” in-
puts are a common cause of major outages in production and
propose new directions to address these.
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1 Introduction
Availability is a network operator’s highest priority and yet,
despite considerable effort and investment, state-of-the-art
networks continue to exhibit regular outages. For example,
recent papers report that the frequency of major outages in
large cloud provider WANs has remained roughly constant
over the years [11, 15, 19, 22, 33, 38].

What (more) can we do to avoid such outages? To answer
this question, we analyzed the root cause of all major outages
in a large cloud provider’s SDN WAN over the last five years.

Our analysis revealed that a root cause of over one third of
these major outages is one that has received relatively little at-
tention within the research community: incorrect inputs to the
SDN controller. In fact, incorrect inputs are the single largest
contributing root cause in the outages we analyzed. In all these
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Figure 1: Simplified view of control infrastructure today.

outages, the SDN controller itself operates correctly, but is
compromised because it receives inputs that do not accurately
reflect the current state of the network. For example, in several
of the outages we analyzed, the controller received an incom-
plete view of the current traffic demand, leading to sub-optimal
routes, congestion, and packet drops. In other outages, the
controller received an incorrect view of the topology, which
caused it to overload the links it believed to be operational.

This data is troubling not only due to the large fraction of
outages but also because such inputs can render most existing
techniques for ensuring availability (e.g., verification, repli-
cation, testing, etc.) futile. This is because these techniques
validate a system’s output assuming correct inputs. As such,
the guarantees they provide are rendered meaningless when
the inputs to the system themselves are incorrect.

One may wonder how incorrect inputs are possible when the
SDN controller reads network state directly from the routers.
We delve into this question in §2 but, briefly, the answer lies
in the complexity of production WANs. For one, the control in-
frastructure (Figure 1) that aggregates these inputs is complex,
and spans dozens of services with millions of lines of code sub-
ject to frequent updates, making bugs unavoidable [12, 19, 20].
Additionally, incorrect inputs may result from faulty device-
level telemetry signals that arise due to bugs in router hardware
and software, both of which are complex in terms of lines of
code and often blackboxes to network operators.

One might also wonder: what are operators currently doing
to catch incorrect inputs? Our discussions with operators re-
vealed that they do perform sanity checks on the inputs to their
SDN controller. However, these checks are typically static
in nature, and are often crafted to prevent impossible values
of the input; i.e., values that cannot possibly occur, such as
topologies with more nodes than actually exist in the network.
Operators also use static checks to catch unlikely inputs, using
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heuristics based on historically correct values, past outage ex-
periences, and so forth. Unfortunately, such checks are often
ad-hoc and hard to manage; they accumulate over time across
disparate parts of the system, and are local to their part of the
system. Even worse, these heuristics are dangerous since they
can result in false positive scenarios where atypical inputs are
discarded despite correctly reflecting the state of the network
at that time; e.g., in a disaster scenario that impacts a large
number of routers.

Perhaps more fundamentally, our analysis reveals that inputs
are often incorrect not because they cannot possibly occur or
are unlikely to occur, but because they are not currently occur-
ring; i.e., they do not reflect the current state of the network.
Thus, detecting incorrect inputs requires comparing the inputs
against the current network state. Existing approaches (based
on static checks) are ill-suited for this because current state is
dynamic and spans a wide range of operating points.

The goal of our paper is to shine a light on the problem of
input validation in SDN networks. As our analysis indicates,
this is an important problem that remains unsolved. We argue
that input validation must be based on dynamic invariants that
ensure an SDN controller’s inputs reflect current network state.

Our proposed solution starts with the observation that dy-
namic validation requires an accurate view of current state, one
that is resilient to bugs in even our low-level telemetry signals.
To build confidence in these signals, we take advantage of the
symmetry inherent to a network, which creates opportunities to
corroborate a telemetry signal from one network location with
independent signals taken from different vantage points in the
network. For example, a trivial symmetry might be that the
“bytes out” counter on one end of a link must match the “bytes
in” counter on the other end, though more nuanced symmetries
exist (§4).

Building on the above insights, we discuss the space of
possible approaches, and propose our approach to input val-
idation, Hodor, that proceeds in two steps. First, we exploit
symmetry to validate device-level signals, yielding what we
term a “hardened” set of router signals. Next, we dynamically
generate invariants that validate the high-level inputs to an
SDN controller against these foundational signals. Our early
analysis suggests that this methodology could have averted the
majority of the outages that stem from incorrect inputs in our
dataset, though many open questions remain (§6).

2 Incorrect Inputs In Production SDN WANs
In an SDN WAN, the controller takes an abstract view of the
network state as input. To create this input, the network’s con-
trol infrastructure first collects signals from individual routers
in the network (e.g., link status, link metrics, demand, etc.), and
then aggregates them (e.g., by constructing a topology from
individual link statuses), before passing them to the controller.

Since incorrect inputs caused over one third of all major
outages over the past five years in the production SDN WAN
we analyzed, we sought to better understand why these inputs
occur; i.e., why inputs to the SDN controller do not always
reflect the current state of the network.

We observed that incorrect inputs arise in two scenarios:
(1) when routers produce incorrect signals, and (2) when cor-
rect router signals are incorrectly processed and aggregated by
the control infrastructure. We provide examples of both, along
with brief descriptions of the outages they can lead to.

2.1 Incorrect Router Signals
Router signals can be of two types: those that reflect the state
of the network (e.g., telemetry signals), and those that reflect
the intent of network operators (e.g., a router’s drain status).
We find that both can be incorrect, and lead to outages. Though
our outage analysis focused on an SDN WAN, below we also
include examples of vendor router bugs experienced in a large
cloud provider’s traditional WAN that can impact the inputs
to traffic management systems.
Telemetry Bugs. Telemetry data provided by routers is the
primary way to gain visibility into network state. However,
modern routers consist of not only complex hardware but also
millions of lines of code of software, both of which provide a
large surface area for bugs. For example, one observed bug in
the router OS caused certain telemetry messages to be dupli-
cated, with one of the two messages reporting (at random) that
the number of packets received on the router’s interfaces was
zero. These messages led the control plane to interpret these
interfaces as faulty and refrain from routing traffic through
these otherwise functioning interfaces. Other reported bugs
have included OS-level bugs that led to malformed telemetry
responses, changes in telemetry format (e.g., from string to
int), delayed telemetry reporting, and incorrect QoS marking
on telemetry packets, all of which led to incorrect or missing
router signals. Note, all of these bugs manifested in produc-
tion despite extensive pre-rollout testing, since the wide range
of configurations, network loads, OS versions, etc. makes it
infeasible to catch all such bugs before deployment [31].
Incorrect intent. Routers also report certain configurable sig-
nals that reflect the intent of network operators; for example,
the “drain status” is used to mark a router undergoing mainte-
nance or experiencing faulty behavior, and serves as a signal
to the SDN controller to refrain from sending traffic to it. How-
ever, bugs in the router software can lead to this signal differing
from the operator-intended view of the network. For example,
in one outage, the interaction between a controller job restart-
ing and a router marking itself as drained led to an inconsistent
view of the drain status of the router’s links, resulting in link
congestion. Another outage was caused by an incorrect drain
condition that had the opposite effect, and erroneously drained
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a series of routers that were actually capable of carrying traffic,
leading to congestion.

2.2 Incorrect Aggregation of Router Signals
Even when routers produce correct signals, the SDN controller
can still receive a different view of the network.
Bugs in the control plane infrastructure. Bugs at any point
in the processing infrastructure can cause correct router signals
to be mutated or delayed. For example, in one outage, a new
rollout of the topology instrumentation service introduced a
bug that did not wait for all routers to provide their link statuses
before stitching together the topology, thus providing the SDN
controller with a partial view of the network causing severe
congestion. In a second outage, a bug in a different instrumen-
tation service caused it to misreport the liveness of particular
links; this led to the SDN controller receiving a topology that
had less bandwidth than was actually available, which caused
sub-optimal traffic placement and local congestion. Finally, in
a third outage, a router’s (correct) drain signal was partially ig-
nored by the topology instrumentation service; this led the ser-
vice to incorrectly include the drained router’s link capacities
in the total available capacity which caused severe congestion.
External Input. The final reason we observed for incorrect
inputs was because, unlike the simplified diagram shown in
Figure 1, some portions of the input to the SDN controller
may be collected outside of the network (i.e., not from the
routers). For instance, in the network we analyzed, demand
information is collected from measurements at the end hosts
rather than from routers directly (similar to [21]). This can lead
to scenarios where the SDN controller can receive an incorrect
view of such external inputs, despite everything in the network
working correctly. For example, in one scenario, a new rollout
of the demand instrumentation system introduced a bug that
incorrectly aggregated demand at the end hosts. This caused
the SDN controller to receive a partial view of the demand,
which led to severe congestion and a major outage since the
routes programmed by the controller did not take into account a
significant fraction of the demand. In another major outage, the
demand instrumentation service correctly measured demand,
but this traffic was incorrectly throttled at the end hosts causing
the measured demand to differ from the traffic that was allowed
onto the network, and the SDN controller to make sub-optimal
pathing decisions.
In summary, incorrect inputs to the SDN controller arise ei-
ther due to bugs in router hardware and software that lead to
incorrect input signals, or bugs in the control infrastructure
that cause correct inputs to be aggregated incorrectly. Given
the scale and complexity of production networks, detecting
and eliminating these bugs in their entirety, using either test-
ing or formal verification, is intractable [20]. Instead, we aim
to validate the inputs, i.e., provide confidence about whether

the inputs correctly represent the current state of the network,
despite any potential bugs in network components.

3 Approach
Given the complexity of production SDN WANs, building a
system that guarantees correct inputs at all times is likely infea-
sible. Instead, we seek to mitigate the problem, by developing
techniques that enable operators to quickly identify and fix
incorrect inputs when they occur.

Our key insight is that signals in networked systems are
heavily correlated; for example, a packet arriving at router X
and leaving at router Y will be accounted for in the demand
reported from X and to Y, as well as in incoming and outgoing
interface counters at each router that the packet traverses. Thus,
incorrect inputs will likely lead to inconsistencies in the set of
signals obtained from the network (e.g., discrepancies between
a router’s reported demand and the packet counts at adjacent
interfaces). We seek to use these inconsistencies to detect the
likelihood of an input being incorrect, and suggest fixes based
on other correlated signals.

3.1 Design Space
The approach used to detect and fix incorrect inputs can vary
based on the available knowledge of the system’s design.

The most general approach assumes no prior knowledge
about how different signals in the system are correlated—such
as which values were derived from others (as in §2.2), which
should be equal, or which should sum to others. Unsupervised
learning techniques can be applied to discover this structure by
analyzing historical system data, bundling all available data (in-
cluding telemetry and control inputs) for each timestamp, and
using methods like masked autoencoders [13] and symbolic
regression [9] to identify relationships within these bundles
that persist over time. However, these techniques may capture
spurious relationships that, while true during the historical ob-
servation period, are not fundamental to the system’s operation.
For example, if the routers in a particular Point of Presence
(POP) remain drained (up but not carrying traffic) during the
historically observed period, unsupervised methods might in-
fer that all interface counters in that POP should always be
equal, which would no longer be accurate once the routers in
the POP are undrained and counters become non-zero.

We propose a more specialized approach that incorporates
constraints on how signals are correlated based on expert
knowledge of the system’s design. We leverage two aspects
of our system knowledge. First, we partition the system data
into low-level signals (e.g., interface counters) which are close
to the routers (§2.1) and high-level abstract data (e.g., control
inputs) which are aggregated from these signals (§2.2). This
allows us to independently establish a trusted low-level view
of the network before verifying that the high-level view aligns
with it. Second, we manually define the expected relationships
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Figure 2: Our three-step approach to input validation.

within low-level signals and between the low-level network
state and the high-level abstract data. We detail this approach
below, and leave exploring a more general approach to future
work.

3.2 Our Approach: Hodor
Our proposed approach to input validation (Hodor) consists of
three steps (shown in Figure 2): 1 Collection, which comprises
reading (possibly incorrect) signals from individual routers to
get a comprehensive view of the current network state, 2 Hard-
ening, which comprises detecting and (when possible) repair-
ing incorrect signals to obtain a correct view of the current net-
work state, and 3 Dynamic checking, which comprises check-
ing that the inputs to the SDN controller are consistent with the
current network state. Hodor is currently only an approach; we
envision implementing it as an always-on system that continu-
ously validates inputs to the SDN controller as it receives them.
Step 1 : Collecting input signals. The goal of this step is to
gather all the router signals that represent network-state inputs
to the SDN controller. The key challenge here is to identify
what signals are available, and whether they are relevant to
the inputs to the SDN controller. To overcome this challenge,
Hodor leverages the fact that network operators today maintain
detailed network models [23, 25, 35], and use vendor-agnostic
APIs [5, 26, 29] which provide detailed documentation about
each available router signal. The relevant signals are chosen
once at system design time, after which they are automatically
collected, providing Hodor with a continuous and comprehen-
sive view of the current network state.

Interestingly, we found that collecting a comprehensive view
of router-level signals has another positive side effect: we dis-
covered cases where inputs were incorrect because the system
designers had defined their inputs on incorrect or insufficient
signals. This was a design time bug and yet our approach (based
on corroborating across multiple available signals) is able to
detect the error. We discuss such a scenario in the context of
a topology input in §4.2.
Step 2 :Hardening input signals. This step answers the ques-
tion of how to obtain a correct view of the network state, when
bugs in routers may cause some of the signals collected in step

1 to incorrectly reflect either the network state or operator
intent, or be missing entirely (§2.1).

The key observation that helps us answer this question is that
networks contain an inherent amount of redundancy, due to
which a telemetry signal from one network location can often
be corroborated against signals from other locations. Hodor
leverages this redundancy to first detect signals that are likely to
be incorrect (since they are inconsistent with signals observed
from other locations), and then repair such signals (and miss-
ing signals), by using the values observed from other locations.
We refer to this detection+repair process as “hardening.”

The primary source of redundancy (𝑅1) that Hodor leverages
to detect possibly incorrect signals is the symmetry across the
two ends of a link: for example, the “bytes out” counter at one
end of a link must approximately equal the “bytes in” counter
at the other end,1 and the “link status” reported at one end of
the link must equal the status reported at the other end. When
the two signals are not equal, Hodor flags both as “possibly
incorrect” and proceeds to repair them.

In the repair step, our approach relies on more nuanced
forms of redundancy to first obtain additional correlated obser-
vations, and then uses these observations to infer the true value
for missing and possibly incorrect signals. The second source
of redundancy (𝑅2) that Hodor relies on is flow conservation
across all router ports; i.e., the total number of “bytes in” across
all interfaces of a router, must approximately equal the sum
of the total number of “bytes out” and the “bytes dropped” at
the router. When the counters for “bytes in” and “bytes out” at
the two ends of the link are not approximately equal, Hodor
checks if each counter maintains flow conservation with other
counters at its router. Assuming an isolated incorrect counter,
only one of the two counters would pass the above check, al-
lowing Hodor to detect which counter is most likely incorrect
and also repair its value.

The final two sources of redundancy that Hodor uses are:
alternative signals (𝑅3) and manufactured signals (𝑅4). In
𝑅3, Hodor uses the fact that routers provide different signals
that can serve as possible alternatives; for example, to check
whether a link is up, one can not only look at the reported
status at both ends but also see if the “bytes in” and “bytes
out” counters are zero at both ends. In 𝑅4, Hodor relies on
additional techniques that are deliberately introduced to create
redundant signals. For example: using active neighbor probes
to obtain additional signals as to whether a link is up or down.
Hodor primarily uses 𝑅3 and 𝑅4 to increase confidence during
the repair process. Since this involves inferring an unknown
ground truth, the greater the number of signals, the higher the
confidence that Hodor’s inference is correct.
1The need for approximation arises due to discrepancies in the time window
over which counters are measured and are accounted for as described in §4.
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An open question is how much Hodor’s hardening process
efficacy may be diminished by correlated failures: for example,
a bug in the vendor OS that causes multiple routers to report
incorrect, but equal signal values. While such bugs are indeed
possible, network operators already take several steps to re-
duce their impact including employing multiple vendors, and
performing staged rollouts of router software updates. Using
alternative signals adds another layer of protection through re-
lying on different router-level signals: e.g., a link status signal
that is based on optical transceiver components vs. byte counts
that are based on interface counters. That said, a detailed eval-
uation of hardening efficacy remains an open question that we
are actively exploring.
Step 3 :Dynamic checking. In the final step, Hodor checks
that the inputs to the SDN controller are consistent with the
hardened signals constructed in step 2 . The checks are input-
specific, and we provide examples for three inputs to the SDN
controller in §4.

A natural question is: What course of action should Hodor
take if the inputs are inconsistent with the hardened signals?
This is a non-trivial question to answer, and one that arises
even today with existing sanity checks in SDN WANs. We
anticipate Hodor’s validation checks to be integrated in a sim-
ilar process to how existing checks are integrated today into
alerting and management tools: for instance, Hodor can reject
inputs that fail validation and fall back temporarily to the last
input state, or trigger an alert for a reliability engineer to inter-
vene. We leave this policy for operators to configure based on
their operational model.
In summary, we propose a three-step approach to validate
inputs. After 1 collecting all relevant router signals, Hodor
uses the redundancy inherent in networks to 2 harden router
signals, and mitigate the challenge posed by signals that incor-
rectly reflect network state or operator intent (§2.1). Finally,
in step 3 , Hodor checks inputs against the (hardened) current
network state. Since this network state is obtained directly
from routers, and is untouched by the control infrastructure’s
processing and aggregation logic, this step enables Hodor to
detect bugs in both the control infrastructure and code that
collects inputs from locations external to the network (§2.2).

One may ask whether Hodor is itself vulnerable to bugs
and how this impacts its usefulness? While true, we note that
this is a general concern for any validation/alarm system that
pursues defense-in-depth; Hodor merely adds another layer
of protection. Additionally, we believe that the surface area
for bugs that Hodor introduces is relatively small since (unlike
the existing SDN control infrastructure) Hodor does not pro-
cess or aggregate signals but only reads and compares them.
In addition, Hodor checks will likely be easier to maintain
and manage since they do not rely on heuristics drawn from

prior outage experiences. That said, we acknowledge that this
question is best answered through production experience.

4 Design
We now describe how one might apply our approach for the
three inputs to an SDN controller: the traffic demand (§4.1),
the topology (§4.2), and the drain status of individual routers
(§4.3). We focus on these three inputs since incorrect versions
of these were the root cause of all large input-related outages
we described in §2. Due to space constraints, we explain vali-
dation in detail for demand and provide high-level descriptions
of our approach for topology and drain, leaving more detailed
descriptions to follow-on work.

4.1 Demand
The high-level input for demand is matrix 𝐷, where 𝐷𝑖 𝑗 rep-
resents the rate of traffic arriving at ingress router 𝑖 that is
destined for egress router 𝑗 [36]. In the network we analyzed,
𝐷 is computed from measurements at endhosts [21].

The router signals that we collect are interface counters that
record the traffic rate sent/received on each interface measured
over a few second rolling window. Note that these counter val-
ues are semantically different from 𝐷𝑖 𝑗 : the latter captures an
ingress-egress flow that travels multiple hops, while interface
counters capture many flows on a single link. Nonetheless,
their values are interdependent and we exploit this dependence
for validation as described below.

As sketched in §3 our approach is to first harden the low-
level interface counter values, and then check our high-level
input𝐷 against these hardened counter values. We present each
step in the validation process with a running example, shown
in Figure 3, in which one counter on the A→B link reported
a faulty erroneous measurements.
Hardening. For detection, we take advantage of the redundant
signals that arise from link symmetry (𝑅1 from §3), comparing
the outgoing interface count to the incoming interface count
on each side of each link in the network. We deem any pairs of
measurements missing or differing by more than some small
hardening threshold 𝜏ℎ2 to be spurious and replace them with
an unknown variable as we do not know which one is correct.
The threshold allows for some natural difference due to the
measurements being collected over a few second window. We
average all other pairs of entries, producing a flow vector con-
taining constants and variables for traffic volume on each link.

For repair, to correct the detected anomalies we take advan-
tage of the flow conservation principle of networks (𝑅2 in §3):

∀𝑣 ∈𝑉 ,
∑︁

𝑒∈𝐸in (𝑣)
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 (𝑒)=

∑︁
𝑒∈𝐸out (𝑣)

𝑐𝑜𝑢𝑛𝑡𝑒𝑟 (𝑒)+𝑑𝑟𝑜𝑝𝑝𝑒𝑑 (𝑣)

2This threshold depends on the network sampling frequency and traffic
patterns. Based on production logs, we find 2% to be an appropriate threshold.
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Figure 3: Simple example of demand validation, with external
ingress/egress links shown on the left and right. The value on
link A→B is detected to be spurious (red). Flow conservation
at B finds the correct value is 76. The demand matrix contains
demand from rows (A,B,...) to columns (A,B,...).

where 𝐸in/out (𝑣) denotes the set of edges directed in/out of
router 𝑣 . Formulating this as a dot product between the inci-
dence matrix 𝑀 and ®𝑣𝑝𝑎𝑟𝑡𝑖𝑎𝑙 , we can solve for up to |𝑉 |−1 un-
knowns, the rank of𝑀 [4], to recover missing/corrupted values.

We show this in Figure 3, with the underlined counters for
link A→B being detected as faulty due to their difference. We
produce a graph with all other values hardened, then solve for
the faulty link counter through flow conservation at B3:∑︁

𝑖𝑛

=
∑︁
𝑜𝑢𝑡

−→ 𝑥+23=75+24 −→ 𝑥 =76

Dynamic Checking. Using the hardened set of interface coun-
ters, we can now produce invariant checks that relate our high-
level demand matrix 𝐷 to the per-interface counter values.
Intuitively, the two are interdependent since the traffic in 𝐷𝑖 𝑗

contributes to the per-interface counters at every edge along
the path from 𝑖 to 𝑗 . We exploit this interdependence at each
ingress and egress router. Concretely, we check that the total
external4 ingress rate at a router must equal the reported sum
of demands from that router to all other routers. Likewise, to-
tal external egress at a router must equal the reported sum of
demands from all other routers to this router. We show one of
each for our running example in Figure 3.

The final result is 2𝑣 unique invariants, which is not enough
to fully re-derive 𝐷 (which contains 𝑣2 entries) but does sig-
nificantly constrain its range of acceptable values. To account
for slightly differing numbers due to the hardening tolerance

3We could equally have solved at A, where we would get a slightly differing
solution due to rolling network telemetry. We could average solutions from
all adjacent routers, or simply pick one.
4By external, we mean traffic leaving or entering the network domain, e.g.,
to a datacenter Top-of-Rack (TOR) switch.

threshold, we choose an equality threshold 𝜏𝑒 , which accepts
invariants within 𝜏𝑒 percent of equality.
Preliminary Evaluation. An initial analysis reveals that our
approach would have successfully detected each case of incor-
rect demand inputs discussed in §2. In addition, as a sensitivity
analysis, we tested the accuracy of our validation using demand
matrices from the Abilene network [27] that we artificially “per-
turbed” to mimic buggy demand matrices. Our initial findings
are encouraging: with 𝜏𝑒 =0.02, our approach detects 99.2% of
perturbed matrices with two zeroed-out (missing) values out of
144, and 100% of perturbed matrices with three or more zeroed-
out values. In ongoing work, we are evaluating the accuracy
of our methods under a much wider range of scenarios.

4.2 Topology
The topology input to the SDN controller is a graph view of
the network, derived from link status information reported by
routers; this status signal is low level, reporting whether light
is passing through and the link is administratively up.

A closer analysis of our scenarios involving incorrect topol-
ogy inputs reveals that an input topology can be incorrect
in two ways: either (1) the topology is misrepresenting the
(non)existence of links, or (2) the reported data is semantically
incorrect or insufficient, e.g., a link is included in the topology
as its interface status is up but traffic can’t flow due to other
reasons such as bugs in the dataplane, misconfigured ACLs,
etc. Such bugs are introduced at design time, when the devel-
oper selected some router signals and defined how their inputs
would be computed from the same. Thus, the role of hardening
is both catching buggy or faulty signals, but also re-enforcing
the intended semantic meaning of the signal.

To create a hardened and more comprehensive view of link
status, we consider link status and interface counters (as men-
tioned in our discussion of demands) and we harden these val-
ues by comparing their values on each side of the link, and to
each other. To provide further confidence, we further consider
“manufacturing” redundancy by running limited active probes
that periodically check that a link is up. A router can conduct
these probes itself through a simple application running on the
router [6, 19], similar to existing mechanisms used to check
L2 link status [1]. Thus, our hardening process here leverages
three of the redundancies discussed in §3: link symmetry, alter-
native signals, and manufactured signals. We leave out the full
truth table of how to combine these signals, but note it can be
adjusted based on risk tolerance of the operator. For example,
if one side of a link reports up and the other down, but rate
counters are all large and a probe succeeds, the link is likely up.

Once we have a hardened view of link status, dynamic check-
ing is straightforward: we compare our hardened link status
directly with the topology view at the SDN controller.

6
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4.3 Drain Status
As discussed in §2, a router drain is a form of intent signal that
marks a router to be avoided. It is applied in many scenarios
including manually during outages to move traffic away from
affected areas, pre-emptively to enable safe maintenance op-
erations, and reactively through automation if faulty behavior
is detected. There are many different drain mechanisms [7, 8,
16, 17] that differ slightly in their method and impact.

Drain is hard to validate as it is semantically overloaded,
making it difficult to know where to seek redundancy. Looking
across the above scenarios we find that, at a high level, an
incorrect drain signal manifests as one of two cases: (1) drain
is not marked when the router is supposed to be drained and
cannot actually carry traffic, and (2) drain is marked when the
router could actually still carry traffic. The first case is captured
by the same mechanism as in §4.2, as interface counters and
probes will be affected while interface status stays up.

The second case is harder as it requires verifying whether the
router is justified in moving to a drain status. Probes may help
to detect that the router can still carry traffic, but there are valid
cases when a router claims to be drained despite being able to
forward traffic, such as preemptive drains for maintenance.

Ultimately, the right approach might be to standardize the
drain process for greater transparency through a mechanism
that enables redundancy. One approach may be to attach rea-
sons to drain labels, which can then be used to validate the
drain. For example, a drain due to faulty neighbor connectivity
can be validated by Hodor by checking the supposedly affected
connection causing the drain. We could require all drains to
be link drains, as link drains contain natural symmetry—both
sides must agree that the link is drained. A node drain would
then simply drain all links. An announced link drain can be
validated by checking that the neighbor also announced a drain
of that link. We leave a full exploration and evaluation of these
approaches to future work.

5 Related Work
There is a vast literature on increasing network availability
through testing [31], emulation [14, 24], and formal verifica-
tion [3, 10, 18, 30, 37]. However, almost all such approaches
aim to prove that an output is correct given a particular input
(e.g., configuration or values), and do not focus on validating
the input itself.

The "Evolve or Die" paper [12] extracts learnings from 100+
outages at Google. While they do include examples of outages
due to incorrect inputs, they do not report incorrect inputs as
their leading cause of outages. We speculate this difference
may be for a few reasons; e.g., their analysis looked across
both their SDN- and protocol-based WANs, is nearly a decade
old, and some of their recommendations may now be common
practice leading to new dominant causes.

Flexible Contracts for Resiliency [32] provides a language
for reasoning about chains of assumptions that connect ground
truth “signals” to higher level abstractions, similar to the ap-
proach we took in reasoning about the relationship between
network signals and controller input. Adopting their formal
methods into Hodor is an interesting direction for future work.

Anomaly detection [2, 28] approaches detecting outliers in
input data through statistical analysis of a signal’s past history.
In contrast, we focus on whether a signal reflects the ground
truth, and for that we look across signals for corroboration.

6 Conclusion and Future Directions
This paper makes the case for input validation as an open
and important problem that merits attention. We sketched one
possible approach to input validation, applied to the specific
context of an SDN controller in the WAN. However, many
open questions remain.
Hodor’s approach. Open questions remain about the details of
Hodor’s design, including evaluating their efficacy and demon-
strating a practical implementation of the same. Additionally,
exploring a more general formulation of input validation as
discussed in §3 may prove fruitful, and ought to be compared
to the specialized approach we take in Hodor’s design.
Designing more reliable networks. We are also curious if
some of the techniques we identified might be useful to incor-
porate back into routers and the control infrastructure to help
prevent the occurrence of incorrect inputs in the first place. For
example, a router may exchange interface counters with its
neighboring routers, in order to detect and self-correct anom-
alies in its reported data.
The broader design space and its applicability. What other
approaches might one pursue for input validation? Are incor-
rect inputs a problem in other environments such as protocol-
based WANs, datacenter fabrics, or CDN infrastructures? And
would the approach we described be applicable to these en-
vironments? More generally, the problems discussed in this
paper show up in all sorts of large systems, beyond just net-
worked systems. For systems that naturally exhibit redundancy
and interdependence due to the structure of the domain they op-
erate on, the approach we propose could generalize to provide
an inexpensive approach to increasing confidence in their in-
puts (compared to maintaining fully redundant control systems,
as in existing critical systems [34]).
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